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A B S T R A C T

In order to improve the sparsity exploitation performance of norm constraint least mean square (LMS) algorithms, a novel adaptive algorithm is proposed by introducing a variable \( p \)-norm-like constraint into the cost function of the LMS algorithm, which exerts a zero attraction to the weight updating iterations. The parameter \( p \) of the \( p \)-norm-like constraint is adjusted iteratively along the negative gradient direction of the cost function. Numerical simulations show that the proposed algorithm has better performance than traditional \( l_0 \) and \( l_1 \) norm constraint LMS algorithms.
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1. Introduction

Aiming to improve the performance of LMS algorithm for identification of sparse systems, Gu and Jin [1] proposed \( l_0 \)-LMS, \( l_1 \)-LMS [2] algorithms, respectively by integrating \( l_0 \)-norm and \( l_1 \)-norm constraint into the cost function of the standard LMS algorithm to accelerate the convergence of near-zero coefficients in sparse system. Further analysis concerning the convergence performance of such algorithms was provided in [3–6]. However, as the \( l_0 \)-norm or the \( l_1 \)-norm constraint itself does not contain any adjustable factor, on the form of norm constraint, it cannot provide adaptability to the characteristics of sparse systems when the number of the nonzero taps varies.

Compressive sensing or compressive sampling (CS) methods provide a robust sparsity exploitation framework to estimate a sparse signal [7,8]. The concept of \( p \)-norm-like is proposed as an effective diversity measure in [9,10]. Note that minimizing diversity (antisparsity) is equivalent to maximize the concentration (sparsity) [9,10], in this paper a \( p \)-norm-like constraint is introduced to the cost function of classic LMS algorithm.

Considering that the \( p \)-norm-like enables the quantitative adjustment of diversity measure by adjusting \( p \), we aim to optimize the \( p \)-norm-like constraint with respect to the characteristics (such as the sparsity) of sparse systems by gradient descent tuning of \( p \).

Some gradient iteration algorithms have been proposed to address unit-norm constraints [11] or \( l_p \)-norm constraints [12]. But these algorithms are not suitable for solving the nonconvex, non-Lipschitz continuous \( p \)-norm-like constraint problem. Inspired by [13], we impose some constraints on the gradient descent iteration of \( p \) to derive a novel \( p \)-norm-like constraint LMS algorithm. Numerical simulations show that the new algorithm outperforms \( l_0 \)-norm and \( l_1 \)-norm algorithm. In addition, from the viewpoint of norm based sparsity exploitation, the proposed algorithm provides a formal and systematic way to unify the existing norm constraint LMS algorithms [1–6] into a generalization framework.
2. Derivation of the proposed algorithm

Generally, norm means Euclidean norm which is sometimes called Holder norm noted by $L_p$ or $\| \cdot \|_p$. In [9,10], a general criterion is proposed as an effective measure of diversity:

$$\| x \|_{p\text{-like}} = \left( \sum_{i=1}^{n} |x(i)|^p \right)^{1/p}, \quad 0 \leq p \leq 1,$$

where $x$ is the data vector. As $\| x \|_{p\text{-like}}$ is different from the classic Euclidean norm, due to its close connection to $L_p$-norms we call it "p-norm-like" [10]. It is obvious that "p-norm-like" is not a classical norm.

For a typical system identification case, the estimation error of the adaptive filter output with respect to the desired signal $d(n)$ is:

$$e(n) = d(n) - x^T(n)w(n),$$

where $w(n) = [w_0(n), w_1(n), \ldots, w_{L-1}(n)]^T$, $x(n) = [x(n), x(n-1), \ldots, x(n-L+1)]^T$ denote the coefficient vector and input vector, respectively, and $n$ is discrete time index, $L$ is the filter length. The cost function of the traditional LMS is defined as:

$$\xi_0(n) = \| e(n) \|^2,$$

Then, the cost functions of $L_0$-LMS and $L_1$-LMS are, respectively defined as:

$$\xi_0(n) = \| e(n) \|^2 + \gamma \| w(n) \|_p,$$

$$\xi_1(n) = \| e(n) \|^2 + \gamma \| w(n) \|_1,$$

where $0 < \gamma < 1$ is a factor to balance the constraint term and the estimation error $e(n)$, the solution of $L_0$-norm is an NP hard problem [11], which is usually solved by an approximate function. However, $L_1$-norm is a convex function and it is defined by Euclidean norm [2].

For the proposed p-norm-like constraint, we define a cost function $\xi_p(n)$ similar to Eqs. (4) and (5):

$$\xi_p(n) = \| e(n) \|^2 + \gamma \| w(n) \|_{p\text{-like}}$$

where $\| w(n) \|_{p\text{-like}}$ is defined by Eq. (1). The gradient of the p-norm-like constraint cost function Eq. (6) with respect to element $w(n)$ (defined previously) can be solved as:

$$\nabla_n \xi_p(n) = \frac{\partial}{\partial w(n)} \| w(n) \|_{p\text{-like}} + \gamma \frac{\partial}{\partial w(n)} \| w(n) \|^p = -e(n)x(n-i) + \gamma \frac{\text{sgn}[w(n)]}{|w(n)|} \frac{\partial |w(n)|}{\partial |w(n)|}, \quad 0 \leq i < L,$$

Accordingly the filter coefficients are updated iteratively as:

$$w_i(n+1) = w_i(n) - \mu \nabla_n \xi_p(n) = w_i(n) + \mu e(n)x(n-i) - \frac{\kappa \text{sgn}[w_i(n)]}{|w_i(n)|^{1-p}}, \quad 0 \leq i < L,$$

where $\kappa = \mu \gamma > 0$ and $\text{sgn}[w_i(n)]$ is a sign function defined as:

$$\text{sgn}[w_i(n)] = \begin{cases} 1, & w_i(n) > 0 \\ -1, & w_i(n) < 0 \\ 0, & w_i(n) = 0 \end{cases}, \quad 0 \leq i < L.$$

It is necessary to impose an upper bound on the last term in Eq. (8) to avoid divergence when an element of $w_i(n)$ approaches zero, which may exist for a sparse system. Then Eq. (8) is modified as:

$$w_i(n+1) = w_i(n) + \mu e(n)x(n-i) - \frac{\kappa \text{sgn}[w_i(n)]}{|w_i(n)|^{1-p}}, \quad 0 \leq i < L,$$

where $0 < \varepsilon \ll 1$ is a constant set for avoiding the ill-condition calculations in Eq. (8).

As Eq. (10) shows, with the imposing of the p-norm-like constraint, the weight updating of the new algorithm consists of the original LMS updating term and the newly introduced zero-attraction term. Meanwhile, Eq. (10) still contains a variable parameter $p$. The adjustability of $p$ offers a possible way to adapt the newly introduced p-norm-like constraint to specific sparse system. Thus we hope that $p$ could be adjusted iteratively along the negative gradient direction of the p-norm-like constraint cost function to attain its optimal value. The gradient $G_p(n)$ of the cost function with respect to $p$ can be expressed as:

$$G_p(n) = \frac{\partial}{\partial p} \xi_p(n) = \frac{\partial}{\partial p} \| e(n) \|^2 + \gamma \| w(n) \|^p = \gamma \| w(n) \|^p \ln(\| w(n) \|),$$

However, there exists a problem that we cannot guarantee the cost function is a concave function with respect to $p$. It means that the classic gradient descent method may unexpectedly lead to convergence along local optimum value other than the global optimum value. Inspired by [13], we adopt some constraints to impose on the gradient descent derivation to avoid this problem.

First, instead of the exact gradient expressed in Eq. (11), we use the sign of the gradient obtained with a sign function to reduce the possibility at local minimums. The sign function of $G_p(n)$ is given as:

$$\text{sgn}(G_p(n)) = \text{sgn}(\| w(n) \| - \| \text{one}(n) \|),$$

where $\text{one}(n)$ is a unit column vector which has the same size with $w(n)$.

Furthermore, to alleviate the impact of transient noise caused by stochastic gradient method, smoothed gradient calculated every $T$ iterations are used to guide the descent gradient recursion of $p$. The iteration formula is thus given by:

$$p_{n+1} = p_n - \delta \text{sgn} \left\{ \frac{1}{T} \sum_{j=n}^{n+T} G_p(j) \right\} = p_n - \delta \text{sgn} \left\{ \frac{1}{T} \sum_{j=n}^{n+T} \text{sgn}[w_j(n)] - 1 \right\},$$

where $\delta$ is a constant factor to control the step size of descent gradient updating. Thus the proposed algorithm is described using MATLAB like pseudo-codes as Table 1.

3. Brief discussion

The recursion of filter coefficients adopting the sparsity related norm constraint to the classic LMS can be
The choice of δ: As a constant factor to control the step size of p iteration, it may be determined by the trade-off between optimization speed and optimization accuracy.

The computational complexity: The computational complexity per iteration of the four algorithms is listed as Table 2 [2]. For the proposed algorithm, the exponential calculation can be implemented by the form of table look-at to alleviate the complexity at the expense of memory space.

The analysis of convergence: We define the weight error vector v(n)=w(n)−w0, where w0 is the optimum filter coefficient vector of the classic LMS algorithm. Substituting it to Eq. (10) and taking expectations on both sides of the equation, we obtain:

$$E(v(n+1)) = (1−μR)E(v(n)) − \frac{k\text{psgn}(w(n))}{ε+|w(n)|^{1−p}}$$

where R=x(n)x(n)T, I is the identity matrix, and the vector (k\text{psgn}(w(n))/ε+|w(n)|^{1−p}) is bounded between (-kε/ε+|w(n)|^{1−p}) and (kε/ε+|w(n)|^{1−p}). Therefore, E(v(n)) converges if μ remains within the range 0 < μ < 1/λ_{max}, where λ_{max} is the maximum eigenvalue of (1−μR) [4].

4. Numerical simulation

In this section, the proposed p-norm-like constraint LMS is compared with LMS, l0-LMS, l1-LMS in the application of sparse system identification. Simulations are designed to test the performance of these algorithms at the presence of unknown system with different sparsity.

The driven signal is zero mean, unit variance white Gaussian signal. The SNR is 40 dB with the length of signal N=12,000. The unknown sparse system is a typical underwater acoustic multipath channel [14] which contains 72 coefficients, with the 9th, 11th and 32th dominant coefficients associated with magnitude of 0.5, −0.25 and 1.0, respectively. The other coefficients are all set to zero. We adopt sparsity ratio (SR) to quantitatively evaluate the sparsity of unknown system, which is defined as the ratio of the number of non-zero taps to the total number of coefficients.

During the simulation the SR of the sparse system varies 2 times, taking place at the 4000th and 8000th iterations, respectively. In the first and second variation, two and three new dominant coefficients are added, respectively, producing three sparsity ratios 3/72, 5/72, 8/72 of the target sparse system corresponding to the initial 4000 iterations, the second 4000 iterations and the subsequent 4000 iterations.

Table 2

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Addition</th>
<th>Multiplication</th>
<th>Sign</th>
<th>Exponential calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS</td>
<td>2L</td>
<td>2L + 1</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>l0-LMS (p=0, [2])</td>
<td>3L</td>
<td>2L</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>l1-LMS (p=1, [4])</td>
<td>3L</td>
<td>2L + 1</td>
<td>L</td>
<td>NA</td>
</tr>
<tr>
<td>p-norm-like LMS</td>
<td>3L + 1</td>
<td>2L + 1</td>
<td>L</td>
<td>L + 1</td>
</tr>
</tbody>
</table>
third 4000 iterations. The locations of the newly added dominant coefficients are chosen according to Gaussian distribution within the range of global impulse response. The magnitudes of the newly added dominant coefficients are created with Gaussian random value between $C_0$ and $1$. For the selected algorithms, the length of filter $L$ is 72. The other parameters are carefully selected as listed in Table 3 to make the steady-state errors of each algorithm the same at the initial 4000 iterations. All the algorithms are simulated for 100 times (Monte Carlo, MC simulations).

For the proposed algorithm, initial $p$ is set to 0.3 and 0.9, respectively to test the performance of the negative gradient $p$ parameter optimization. As shown in Fig. 1, $p$ can iteratively converge starting from both initial value of 0.3 and 0.9. Moreover, one can also notice that $p$ converges to a new value after each variation of the sparsity. It can be seen from Fig. 1 that high SR may lead to a low $p$ under the gradient guided $p$-norm-like constraint.

The mean square deviations (MSDs) of each algorithm are shown in Fig. 2. As we can see from Fig. 2, due to performance enhancement of sparsity exploitation, $l_1$-norm constraint LMS, $l_0$-norm constraint LMS and $p$-norm-like constraint LMS generally yield faster convergence rate than the standard LMS does. Comparing Fig. 1 with Fig. 2, it can be observed that, under both initial $p$ values of 0.3 and 0.9, the $p$-norm-like LMS achieves faster convergence rate than $l_1$-norm LMS, $l_0$-norm LMS and LMS does.

In addition, from Fig. 2 one may also observe that three sparsity exploitation algorithms show different performance enhancement compared to the standard LMS system when the SR of unknown system varies. For $l_0$ norm and $l_1$ norm constraint algorithm, Fig. 2 indicates that the performance enhancement with respect to the classic LMS algorithm considerably shrinks with the increasing SR of unknown system. Meanwhile, with the proposed negative gradient tuning of $p$, the proposed algorithm exhibits better tolerance upon different sparsities, corresponding to slight performance degradation when the SR of unknown system increasing from 3/72, to 5/72 and 8/72.

### 5. Conclusion

In order to improve the performance of sparse system identification, a new algorithm is derived in this paper by incorporating $p$-norm-like constraint with LMS algorithm. Different from the classic norm constraint algorithms which use fixed norm constraint such as $l_1$-norm or $l_0$-norm, $p$ of the proposed algorithm can be iteratively adjusted along the negative gradient to attain its optimum value. Numerical simulations demonstrate that the proposed $p$-norm-like constraint LMS exhibits better sparsity exploitation performance, as well as better tolerance upon different sparsity than the existing $l_1$-norm and $l_0$-norm constraint algorithms. Furthermore, from the viewpoint of norm constraint based sparsity exploitation, the proposed algorithm theoretically generalizes existing norm ($l_1$-norm and $l_0$-norm) constraint LMS algorithms into a unified framework.
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